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Abstract
A reader’s interpretation of a visualization is informed by both
intratextual information (the information directly represented in
the visualization) and extratextual information (information not
represented in the visualization but known by the reader). Yet, we
do not know what kinds of intra- and extratextual information
readers use or how they integrate it to form meaning. To explore
this area, we conducted semi-structured interviews about four real-
world visualizations. We used thematic analysis to understand the
types of information that participants used and diffractive reading to
reveal how participants blended intra- and extratextual information.
Our thematic analysis showed that participants utilized a broad
assortment of information from both expected and unexpected
sources. Additionally, our diffractive reading exposed three ways
that participants incorporated intra- and extratextual information:
to decide what to look at, to make (in)accurate assumptions about
what the visualization showed, and to discover insights beyond
what was directly encoded.
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1 Introduction
It is well understood that a reader’s interpretation of a visualization
is not solely dependent on the design or content of that visualization.
Instead, a reader’s interpretation (what they think a visualization
means or shows) is formed by both the information directly repre-
sented in the visualization and informationwhich is not represented
in the visualization but known by the reader. For instance, past work
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has observed how information such as personal insights into, and
pre-existing beliefs about, the topic of a visualization can anchor
readers’ interpretations of what it shows and how much it matters
[47, 53, 64, 75].

Yet, while we know that visualization readers are using both
types of information when interpreting a visualization, we do not
know which varieties readers frequently deploy or how they inte-
grate those spheres of information to make meaning while reading
a visualization. Communication and feminist theory teach us that
peoples’ existing knowledge and experience forms a lens through
which they interpret the world [31, 32]. However, we also know
that people do not apply every piece of information they know
to every situation or in the same way. Better understanding both
what information readers employ and how they do so can help
us understand how even similar-seeming people can end up with
divergent interpretations of the same visualization.

In textual analyses, the information which comes from inside of
the text is known as intratextual information and the information
which comes from outside is known as extratextual information.
In that context, it is well understood that both intratextual and ex-
tratextual information are important components of how meaning
is formed when a reader interprets a text [13]. Understanding the
extent to which a person utilizes one or both types of information
is one way to understand how people can end up with divergent
interpretations of the same text (e.g., in Law [2, 73]). We use this
intratextual/extratextual framing as a lens in this paper because,
while texts and visualizations are certainly different mediums, they
both are polysemic and have conventions which must be learned
to be interpreted, and thus their interpretation may be similar.

To explore this area, we conducted semi-structured interviews
with six college students. Our study investigated two central ques-
tions: What kinds of intra- and extratextual information do partici-
pants reference while interpreting each visualization? And, how do
participants integrate intra- and extratextual information to form
their interpretation? We showed participants about four real-world
communicative visualizations.

To analyze our data, we interpreted our data with two episte-
mologically different analysis techniques. First, we conducted a
thematic analysis [16, 17] of the interviews to reveal repeated cate-
gories of information mentioned by participants throughout their
time with the visualizations. This method helped us to find and cat-
egorize points raised by participants which aligned with the broad
themes we aimed to investigate in this study: intra- and extratextual
information. Then, we occupied a feminist position and conducted
a diffractive reading [10, 56] of the interview transcripts in order to
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reveal different ways that participants integrated intra- and extra-
textual information to form meaning. This technique allowed us to
focus on and create knowledge about the details and contradictions
which might otherwise be lost when centering broad, macro themes
(as thematic analysis does) [10, 56].

Our thematic analysis revealed that participants favored global
descriptions of what was in the visualization, used a broad assort-
ment of extratextual information from both dominant and non-
dominant sources of knowledge. Additionally, our diffractive read-
ing highlighted three different ways that participants combined
intra- and extratextual information: as a guide for what mattered
most, as a means to skip text and fill in perceived gaps, and as a
means of making conclusions beyond what was strictly visualized.
While past work has observed the impact of prior information and
experience on interpretation, the articulation of what is used and
how they are integrated is unique to this work.

There are two main contributions of this work. First, we con-
tribute an analysis of the intra- and extratextual information used
by participants while interpreting unfamiliar visualizations. Sec-
ond, we contribute three narratives of how participants integrated
intra- and extratextual information: from deciding what to look
at through making judgments about the message and worth of a
visualization. As a whole, our work is an exploratory step toward
better understanding how people make sense of visualizations and
why similar-seeming people can end up with very different inter-
pretations of the same visualization.

2 Background
Many people have observed the ways that intra- and extratex-
tual information (collectively) inform visualization interpretation.
It is well understood that visualization readers often come away
with different interpretations of the same visualization (e.g., [12]).
Communication theories (such as Hall’s encoding-decoding model)
describe that a reader’s experiences form a lens through which
they perceive media and ultimately derive a message [31]. One
implication of this idea is that the message received by the reader is
a combination of what is in that media and what the reader brings
themselves [31]. A different way of viewing this same phenomena is
through the lens of rhetoric: rhetorical choices made by the creator
of a visualization about how to present intratextual information de-
termine which interpretations are most likely to be received, while
extratextual information informs how those rhetorical choices are
understood and metabolized by the reader [35]. Therefore, to un-
derstand how visualization readers come to the conclusions they
do, it is critical to carefully examine both the intra- and extratextual
information involved.

A substantial body of visualization research has explored how
intratextual information impacts interpretation. The intratextual
information in a visualization is composed of both the data itself
and the manner in which it is encoded. While different data obvi-
ously produce different interpretations, past work has also experi-
mentally shown that a variety of design factors also can influence
interpretation. Some of these factors include the content and style
of annotation [24], the title and its alignment to the evidence in
the visualization [46], the use and selection of pictographs [7, 21],
and the colors used [34, 39, 53, 72], among others. To control for

what intratextual information was available in our study, all of our
participants saw the same four visualizations in the same format.
However, as our results ultimately reflect, equal access to informa-
tion does not necessarily mean equal use of that information.

While less well explored than intratextual information, existing
work has also investigated the impact of extratextual information.
One type of extratextual information which is comparatively well
studied is readers’ knowledge of how to decode specific visualiza-
tion types. This work has noted, for example, how different amounts
of knowledge change what strategies readers use to understand
visualizations and what kinds of messages they extract [15, 48, 71].

Another type of extratextual knowledge which can impact the
way that people interact with visualizations is prior knowledge
about the underlying data set or domain. Past work has shown that
when domain experts possess “data hunches” [50] or other types of
knowledge about implicit errors of the dataset, they may choose
to use different kinds of tools [70], or be hesitant to engage with
visualization tools at all, when the visualization does not align with
their own intuition [57]. However, these kinds of ambiguities are
an inescapable part of many datasets and working with them is an
unavoidable part of the sensemaking process [61]. Therefore, rather
than try to remove this kind of ambiguity, a body of past work has
explored different strategies for, and the impact of, making hunches,
intuitions, and implicit errors visible (e.g., [50, 61, 63]).

More broadly, there has been substantial work exploring the im-
pact of what readers expect the data to show on their interpretation
of what a visualization means. For instance, Xiong et al. observed
that priming individual readers with particular interpretations can
anchor their attention to specific features of the visualization [75].
Viewing this phenomenon from a Bayesian reasoning perspective,
readers, in aggregate, have been seen to update their beliefs in
line with Bayesian reasoning predictions for small visualizations,
though this effect diverges for larger ones [44]. Further, Kim et al.
and Hullman et al. have explored how eliciting a reader’s priors,
or the priors of others, and making them visible increases recall
accuracy [42, 43] and, in the context of visualizations of scientific
results, enables readers to make more accurate predictions about
potential replications [36].

We note that while factors like individual personality traits and
cognitive abilities are extratextual, and may influence interpreta-
tion [40, 51, 64, 76], these factors are not the focus of this paper.
Instead, in our study, we asked about and focused on information
(i.e., knowledge or facts) known by readers because they can be
identified in speech more concretely than emotion or personality,
which may need to be inferred.

People have noted how intra- and extratextual information can
be combined to both benefit and harm the reader. One area of re-
search where this relationship has been observed is the study of
how visualization readers approach unfamiliar visualizations. For
instance, Rezaie et al. and Lee et al. observed that readers were
sometimes able to use their existing knowledge to make helpful
assumptions and overcome a state of “floundering” [48, 68]. Unfor-
tunately, these attempts were not always successful and sometimes
led readers to jump to conclusions unsupported by the visualization
[68]. While we did not focus specifically on unfamiliar visualiza-
tions in this study, we did select visualizations which we expected
would be of varying familiarity to our participants in order to see
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if they would employ different types of information while reading.
Further, while we take a similar methodological approach to explore
how intra- and extratextual information is integrated as a means
to identify further opportunities for study, our focus is specifically
on the information employed, rather than struggles and strategies
for getting unstuck.

3 Methodology
To explore how visualization readers combine intra- and extratex-
tual information while interpreting a visualization, we conducted
semi-structured interviews with undergraduate students about four
data visualizations.

3.1 Participants
For this study, we recruited six students from a small, residential,
historically white undergraduate college in the United States. We
decided to sample students as participants because they represent
a fairly homogeneous group in terms of age and educational expe-
rience. As many scholars have observed, undergraduate students
are not representative of almost any large “general" public (e.g.,
[18, 28]), but the goal of our qualitative study was not to produce
generalizable results and we had not designed our study to do so.
Because the relationship between intra- and extratextual informa-
tion use has not been explored before, our aim was to describe the
diverse information these participants employed and the ways that
they put them together to produce unique insights, despite seeming
to be a relatively homogeneous group. For this reason, we chose
to survey a small convenience sample as a means to initially and
deeply examine how this set of individuals engaged with visualiza-
tions. Though the number of participants is small, the data collected
from each participant is information rich and involves an hour of
discussion per participant for a total of 527 question/answer pairs.
However, as a result of this design, our results may not be repre-
sentative of more diverse populations or larger groups of students
and discuss these possibilities further in the Discussion.

Though the call for participants was broad across campus, vol-
unteers were predominantly first-years and sophomores and all
had declared, or intended to declare, STEM majors (i.e., Computer
Science, Neuroscience, Environmental Science, Psychology, and
Biology). All six participants used she/her pronouns and were not
asked to define their gender identities, though three disclosed dur-
ing their interview that they identified as women. Participants were
invited to provide their own pseudonyms to be used in the paper.
Three participants provided their own pseudonyms. The authors
selected pseudonyms for the remaining three participants in a style
which matched the three selected by participants. A summary of
information about each participant is provided in Table 1. Due to
the size of the campus, we have not included each participant’s
major(s) in the table in order to better protect their privacy.

3.2 Procedure
We used a semi-structured interview format consisting of demo-
graphic questions and then discussions about four pre-selected
communicative data visualizations. At the start of the interview,
we told participants that they would be shown a series of four visu-
alizations (some of which may be unfamiliar) and asked a series of

questions about them. They were told that we were interested in
their interpretations of each visualization and assured that there
were not right or wrong answers to the questions. We then asked
participants demographic questions about their age, major, and pro-
nouns. Then, we asked participants to describe their relationship to
data visualization. We had participants describe their relationship
to visualizations, rather than rate it, in order to more holistically
understand how these participants understood the role of visual-
izations in their lives. We have included short quotes from each
participant describing their experiences in Table 1. In summary, all
six described experience reading or creating visualizations with
differing amounts of confidence, and five had done so as part of
one or more of their college courses.

After answering the demographic questions, participants were
presented with one of the four visualizations printed onto legal-
sized paper andwere invited to take as much time to look at it before
providing initial thoughts. Participants were not given a specific
task, but asked to “look at the visualization." They were invited
to either think aloud immediately or to read quietly and indicate
when they were ready to discuss. If they chose not to think aloud,
they were prompted to talk through their initial thoughts when
they were ready. Participants were asked the same three questions
about every visualization. These questions were selected in order
to collect different aspects of understanding from participants and
were drawn from past work [11, 19, 74]. The three questions were:

• What is this visualization about?
• Do you think the author of this visualization is trying to
communicate a message to you through it? If so, what?

• Is there anything that you find particularly interesting or
surprising in this visualization? If so, what?

For each question, participants were asked follow-up questions to
clarify statements made, explore interesting or unique points more
deeply, and ask about intra- and extratextual information which
the participant found relevant (if they had not mentioned it in their
original answers). Specifically, participants were prompted to clarify
or expand on ideas with phrases like “I heard you mention X, could
you tell me more about that?,” “When you say that the chart says X,
what in the chart is telling you that?,” and “Is there anything outside
of this visualization, for example that you knew before seeing this
chart, that you think informed your answer?” Once the participant
had answered all of the questions, they were presented with the
next visualization. Every participant saw all four visualizations and
the order that the visualizations were presented was balanced using
a Latin square design to obscure ordering effects.

After the interview, the audio was transcribed with a transcrip-
tion software and then manually corrected by the interviewer (the
first author). Participants were invited to see the transcript of their
interview and provide any comments or corrections, prior to data
analysis. Five participants opted to see and comment on their tran-
scripts and either confirmed the accuracy of the transcript or pro-
vided no comments at all. All participants were compensated with
$15 USD for their time at the conclusion of their interview.

3.3 Stimuli
During the interview, we showed each participant four real-world
visualizations (Figure 1). Past work has observed that people with
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Participant Age Relationship to Visualization

Iman 21 “I am familiar with [visualizations] as I’ve had to look at graphs for classes, but it’s not intuitive to me.”

V 19 “I’m currently taking [a Statistics class], so I’m working with data visualizations. I haven’t gone farther.”

Noor 19 “I’m taking a Data Science class ... We are learning to create simulations and generate graphs.”

Luna 20 “I can appreciate the art of data visualization when it’s not super complicated ... I can analyze a good graph.”

Orla 20 “I mostly see data visualizations in Math classes and Statistics classes. I like [visualizations] because it’s easier to interpret
data when it’s on a graph.’

W 20 “I definitely have used some [cartographic maps] before ... I can get something from the visualizations, even though I’m
not a person who is very familiar with the topic before.”

Table 1: We interviewed six undergraduate students at a small, residential college in the United States. Three participants
created their own pseudonyms and the authors assigned pseudonyms to the rest in a style that matched the participant-selected
pseudonyms.

different amounts of familiarity with a visualization’s topic, can re-
ceive different kinds of meaning from it [71]. Therefore, we selected
the set of visualizations to differ along two dimensions: familiarity
with the topic and familiarity with the visualization’s encoding.
While we selected visualizations that we believed would represent
these differences, familiarity is subjective and our expectations did
not always align with participants’ experiences. In particular, while
Post-Grad, Nobels, and Languages largely matched our predictions,
we expected participants to be more familiar with the 24-hour clock
visualizations used in Routines than they were.

All four visualizations were real-world, static, communicative
visualizations. Three of the four visualizations were award-winning
Information is Beautiful projects [26]. We selected Information is
Beautiful projects to ensure that the visualizations used in the study
were high quality. While we endeavored to select visualizations
with differing levels of topic and encoding familiarity based on the
authors’ best judgment, we were not certain what our participants
would know. Therefore, we selected a visualization published by
the college attended by the participants as the fourth visualization
to ensure that every participant saw a visualization with a very
familiar topic. The four charts (shown in Figure 1) were:

• Post-Grad [59] visualizes the graduation outcomes of col-
lege alums six months after graduation, including their em-
ployment status, location, employment sector, and employer.
The visualization uses a series of small charts including a
table, proportional area chart, bubble map, and bar chart.
The visualization that participants saw was a screenshot of
the original interactive web page and was not modified to
hide interactive features (e.g., by hiding available filters).

• Languages [52] features a large, circular area chart in the
center that visualizes the size of languages with more than
50 million native speakers and the countries in which those
native speakers live. There are also a series of smaller bar
charts and a proportional area chart at the bottom with other
information about world languages and their distributions.

• Routines [5] uses a series of 24-hour clocks to visualize the
daily routines of 15 famous people. There is a photograph of
each person in the middle of each clock and different types
of activities are represented by color-coded arcs along each
clock’s edge including Primary Work, Sleep, and Exercise.

• Nobels [54] visualizes the demographics of Nobel laureates
over the history of the six award categories. It has a central
composite visualization made up of a series of line charts
(of age and gender) connected to bar charts (about highest
degree obtained) which lead into a Sankey diagram (about
university affiliation). Below, there are stacked bar charts
about the hometowns of laureates.

3.4 Data Analysis
We analyzed our results with two qualitative data analysis tech-
niques: thematic analysis and diffractive reading. Our study aimed
to answer two central questions: What kinds of intra- and extra-
textual information do participants reference while interpreting
each visualization? And, how do participants integrate those pieces
of information during their interpretation? We explored each of
these questions through a different qualitative analysis technique
which best matched the kind of question. For the first, we used
thematic analysis with open coding to explore broad, categorical
patterns. For the second, we used diffractive reading to identify
narratives and unique differences. These two analysis techniques
are qualitative analysis approaches which have appeared in HCI
and visualization literature before and occupy complementary epis-
temological positions. The choice to use these contrasting styles
was an intentional one: different styles offer distinct insights and
tools for answering questions. We selected approaches which had
appeared in relevant literature before and that we felt would best
let us answer our central research questions. We describe each
analysis technique at the start of the section in which its results
are discussed (Section 4 and 5, respectively).
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Post-Grad Languages
Mount Holyoke Employment Outcomes 6-Months Post Graduation

Routines Nobels

Figure 1: Participants were interviewed about four real-world visualizations. Based on their topics, we call these visualizations
(from left to right): Post-Grad, Languages, Routines, and Nobels. Full-quality versions of the stimuli are available at: https:
//osf.io/fjznc/

4 What Kinds of Information Did Participants
Use?

4.1 Analysis Approach: Thematic Analysis
To understand what kinds of knowledge participants utilized to
interpret the visualizations, we conducted a thematic analysis of the
interview transcripts. We divided each transcript up into question-
answer pairs (to maintain context for the participants’ answers)
and applied codes to the participants’ answers.

The codebook was developed and refined over a series of seven
discussions between the two authors. We knew that we wanted to
analyze both intra- and extratextual information, so we initially
seeded the codebook with high-level themes for these two broad
categories. Then, we iteratively generated and honed lower-level
codes based on what emerged. We decided to use a style of thematic
analysis which used top-down themes and bottom-up codes because
it allowed us to flexibly generate codes that reflected what we saw
in the data, while focusing our analysis on features of the data
which were closely related to our research questions.

Codes were applied over four stages. First, the authors indepen-
dently coded the same hour-long interview, then met in order to
discuss the codes they had applied, analyze disagreements, and
adjust the codebook as needed. Then, the authors coded different
interviews and met again. These steps were repeated (i.e., the au-
thors coded the same interview, and then separate interviews). The
intercoder reliability over the two overlapping interview transcripts
was 0.961 as calculated with an unweighted Cohen’s Kappa. Table 2
includes a summary of the codes and themes. The entire codebook
is available in our OSF repository: https://osf.io/fjznc/.

We initially imposed a top-down organization which divided
our codes into two broad categories (Intratextual and Extratextual),
but, after discussion, noticed that the Extratextual codes could be

further divided based on the kind of epistemology that they repre-
sented: dominant epistemologies and non-dominant epistemolo-
gies. As a whole, epistemology describes how people know what
they know [23, 45]. Dominant epistemologies are those which are
valued and legitimized by dominant cultures (e.g., involving con-
structing knowledge through controlled experimentation) [23, 33].
In contrast, non-dominant epistemologies are those which are val-
ued by marginalized or non-dominant groups such as women, non-
European people, and indigenous people. These epistemologies are
very diverse but could involve theories such as the construction of
knowledge through community participation or embodied experi-
ence [23]. While our results in the following sections are organized
by theme, we have included a heatmap visualizing the distribution
of codes across each of the four visualizations used in the study
(see Table 3).

4.2 Readers Mentioned Global Features More
Often Than Specific Values (Category:
Intratextual)

Participants referenced four different types of intratextual informa-
tion when interpreting the visualizations. Of these, two represent
(high-level) global features of the visualization (i.e., variables and
comparisons) and two represent (low-level) specific values (i.e.,
encoded values and derived values). Participants much more fre-
quently mentioned the high-level features than low-level ones.

By far, the most frequent type of intratextual information was in
reference to one or more of the variables in the visualization (206
statements). When commenting on variables, participants often
focused on a subset of the variables or levels and ignored the others.
For instance, when discussingNobels, participants rarelymentioned
degrees at all (6) and instead focused heavily on university affiliation
(28), prize categories (28), and the gender of laureates (24). We

https://osf.io/fjznc/
https://osf.io/fjznc/
https://osf.io/fjznc/
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Themes Codes (# of responses code was applied to) Total

Intratextual Variable (206), Comparison (60), Derived Value (18), Encoded Value (16) 300

Extratextual – Dominant General Knowledge (85), Statistical Principle (38), Historical (15), Commonness of Vis. Type
(12), Location (10), Statistic (10)

170

Extratextual – Non-Dominant Life Experience (47), Common Wisdom (29), Personal Identity (23) 99

Table 2: We generated 13 codes using open coding to understand what kinds of intra- and extratextual information participants
mentioned while interpreting the visualizations. The themes of Intratextual and Extratextual Information were pre-selected,
while the distinction between the use of Dominant and Non-Dominant knowledge emerged during analysis. The final column
of this table indicates the total number of times that codes in each theme were applied.

observed this pattern repeated across all of the visualizations, with
some variables discussed far more frequently than others. While
some of this different amounts of focusmay be attributable to design
choices, we also saw evidence that differences in attention was also
related to participants’ existing knowledge. This was one of the
central ways that participants integrated intra- and extratextual
information (discussed in Section 5.2).

The second most frequent type of information drawn from the
charts was a comparison between values in the visualization (60).
Many of these comparisons represented statements about trends
and often took the form of “X is more/less than Y,” though these
did not always map to maxima or minima. For instance, Orla made
a series of comparisons while describing what she initially noticed
about Nobels: “It’s clear that there’s a lot more men winning the
Nobel Prizes than women. And the age disparity also. It’s mostly just
people over 50.”

Participants also sometimes, but much less frequently, talked
about specific, numeric values which were either an encoded value
(16) directly from the visualization or a derived value (18) obtained
from adding or subtracting two directly encoded values. Combined
with the frequent mentions of variables, the large number of com-
parisons may suggest that participants often focused their attention
on higher-level features instead of specific values when reading.

4.3 Readers Employed a Diverse Set of
Extratextual Information (Theme:
Extratextual – Dominant)

Perhaps unsurprisingly, general knowledge (85) was the most
frequently employed type of extratextual information across all
visualizations and participants. We used the term “general knowl-
edge” to refer to descriptive and observable information which is
reasonably available to participants but not present in the visual-
ization (e.g., “Brazil was colonized by Portugal” and “Chemistry
is a male-dominated field”). While this type of information was
frequently employed, the specific pieces of information differed
substantially. For instance, Iman brought up her knowledge of the
names of languages and countries when reading Languages, Noor
used the geographic location of prominent cities to interpret Nobels,
and W used knowledge of the trades of the people in Routines.

The other five codes in this theme represent more granular types
of information employed by participants. Two of these types of

extratextual information were related to fields of social science (ge-
ographic locations (10) and historical events (15)), while the other
three were related to familiarity with Statistics and visualization
(information about statistical principles (38), the commonness
of visualization types (12), and specific statistics (10)).

While most historical information, unsurprisingly, arose while
participants interpreted Routines (7/15), we were surprised to see
that participants most frequently mentioned geographic informa-
tion while interpreting Nobels (7/10). Further, we observed that
several participants used geographic information to identify the
same trend among the hometowns of Nobel laureates: while laure-
ates historically were from Europe, now most laureates are from
the Americas. Counter-intuitively, participants almost never men-
tioned extratextual geographic information when interpreting Lan-
guages (1/10), which already contains lots of information about
countries and continents. It is possible that because Languages al-
ready contains so much intratextual information about geography,
participants may have not had more to add (or thought any more
was necessary).

Regarding the use of statistics, participants mentioned many
different kinds of statistical principles and processes over the course
of the interview. Specific concepts employed included filtering and
sorting data, correlations, outliers, and skew. We observed that
participants often did not call attention to the act of using this
kind of information directly, but integrated it directly into their
speech naturally. For instance, when describing what she noticed
about Nobels, Iman offered: “They kindly put some outliers on the
bottom for us to read about.” Likewise, the (perceived) commonness
of visualization types was often mentioned in order to contrast the
visualization they were currently viewing against something else
they had seen before. One example of this is the way that Noor
contrasted the area chart in Languages against a pie chart:

Noor: It’s definitely way more interesting than normal
pie charts ... The pie chart is definitely more direct ...
But for this, the longer time you look at it, the more
information you can get from it by your own analysis.
But for pie charts, they’re all there, you can just read it.
And it’s like, ‘yeah, so what?’

It is worth noting that participants’ perceptions of what was or was
not a common visualization did not always match existing work
(e.g., [66]). Instead, it is possible that the “commonness” mentioned
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Intratextual Extratextual - Dominant Extratextual - Non-Dominant

Variable Comparison Derived
Value

Encoded
Value

General
Knowledge

Statistical
Principle

Historical Common-
ness

Location Statistic Life
Experience

Common
Wisdom

Personal
Identity

Routines 52 16 8 4 26 8 7 2 0 2 11 14 1
Nobels 57 18 4 3 22 14 3 3 7 2 11 1 7
Post-Grad 48 13 6 4 21 7 2 2 2 0 22 10 9
Languages 49 13 0 5 16 9 3 5 1 6 3 4 6

Table 3: The distribution of codes was similar across the four visualizations, though there were some differences, particularly
among codes in the Extratextual – Non-Dominant theme.

was a proxy for their own exposure: if they were familiar with that
type of visualization, they assumed others were too.

4.4 Readers Often Used Information Drawn
from their Own Lives (Theme: Extratextual –
Non-Dominant)

In addition to the kinds of dominant information that one might
obtain in a classroom, participants also drew lots of information
from non-dominant sources: their life experience (47), common
wisdom (29), and their personal identities (23).

The broadest category of information which was employed by
participants which represents a non-dominant way of knowing was
common wisdom (29). We applied the code for common wisdom
to all statements which referenced commonly-accepted advice or
opinions about how to live or be (e.g., “You need to go to college
to get a good job” and “It is good to have a balance between work
and rest”). While general knowledge was consistently mentioned
across all four visualizations, common wisdom was most frequently
employed in response to Routines (14/29). When interpreting that
visualization, participants often mentioned ideas like work-life
balance, what a “perfect” schedule looks like, and the relationship
between a person’s priorities and what they spend their time doing.
Participants sometimes integrated both general knowledge and
common wisdom together (11). For instance, Orla used general
knowledge of the kind of work Charles Darwin did, combined with
commonwisdom, to reason about how his segmented routine might
represent an “ideal” schedule:

Orla: When you look at Charles Darwin’s– he seems to
have been doing a lot. I think that’s interesting because
he studied human evolution, right? So he probably knew
what he was doing ... People usually say we should have
a little bit of everything ... And people are always saying
you can’t do a long stretch of something. You have to
take breaks in between and you have to do other things.
And that’s what he seemed to have been doing.

Participants most often referred to life experiences when inter-
preting Post-Grad (22/47), though they were mentioned across all
visualizations. This is perhaps unsurprising given that Post-Grad
was specifically selected because we knew that participants would
have substantial experience with its topic. The information they
attributed to life experience differed, as did the experiences them-
selves. For instance, participants talked about learning through
internships, on-campus jobs, and experiences they had when decid-
ing what college to attend.

Similarly, most of the references to personal identity came in
response to Post-Grad (9/23), however they too were present across
all four visualizations. For instance, Luna invoked both her gender
identity and identity as a STEM student when asked what was most
interesting or surprising about Nobels:

Luna: [I’m surprised by] how little women winners there
are. And how most of them are in the Peace category, I
believe. It’s either Peace or Literature, so I’m just like,
as a woman in STEM, I wish there was more women in
STEM.

Many of our participants mentioned their gender identities and
connections to STEM while interpreting the visualizations, but also
brought up an assortment of other identities such as identifying as
an immigrant and a native speaker of languages such as English,
Korean, and Chinese.

5 How Did Readers Integrate Intra- and
Extratextual Information?

5.1 Analysis Approach: Diffractive Reading
To understand the ways that participants integrated intra- and
extratextual information, we used diffractive reading. Diffractive
reading is a feminist qualitative analysis technique which is used
to notice and create knowledge about the details and contradic-
tions which might otherwise be lost when centering broad, macro
themes (as thematic analysis does) [10, 56]. Therefore, we decided
to use diffractive reading as our central analysis technique to un-
derstand participants’ approaches to using information because
we were primarily interested in the nuanced, different ways that
our participants approached the visualizations. We felt that diffrac-
tive reading would allow us to focus our discussions around the
components which we found most interesting or insightful. Our
use of this approach was inspired by Akbaba et al.’s project on col-
laboration and matters of care [1], which similarly uses diffractive
reading to understand the differences among interviewees, situated
in the unique experiences of each participant. For further examples
of diffractive analyses in the visualization and human-computer
interaction literature, see [9, 27, 67, 69].

The three narratives presented in the following section were
selected after extensive discussion between the authors, rooted in
our own experiences and positionalities. Over the course of seven
meetings, the two authors spent over ten hours discussing what we
noticed while coding each of the transcripts, bringing quotations to
discuss and compare, and contrasting different approaches to the
same visualizations. We found that analyzing each transcript from
the different positions occupied by the two authors allowed new
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insights to emerge, which we then captured in notes, participant
quotes, and mind-maps. The final three narratives provide exam-
ples of different ways that our participants integrated intra- and
extratextual information while making sense of the visualizations
throughout the reading process.

5.2 Using Extratextual Information to
Highlight Intratextual Information

One way that participants used extratextual information was as
a guide toward elements of intratextual information which may
not have been otherwise emphasized by the design of the visualiza-
tion. While participants employed this strategy with many types
of extratextual information, they seemed most aware of it when
employing their personal identities and life experiences.

For instance, many of our participants identified the gender of
laureates as one of the most important components of Nobels, even
though gender does not have a lot of visual weight. Visually, the
(binary) gender of laureates is represented by either dots (for men)
or circled dots (for women). Yet, every participant commented on
the gender of laureates during their interview at some point and it
was among the top three most frequently discussed topics for five
of the six participants. For instance, Orla explored different aspects
of gender across the chart including the increase in winners in the
1960s and the sole woman winner of the Economic Sciences prize.
She speculated that her focus on gender might be related to her
own identities:

Orla: Maybe this is just because of my demographic,
but I think the thing that stands out to me the most is
the gender disparities in the winners of the prizes. And
I don’t know what that attribute is caused by, so I won’t
read into it, but that’s just what stands out to me.

Participants focused on areas which connected directly with
extratextual information across all of the the four visualizations.
For example, W made a similar connection as Orla had to Nobels,
when she explained the way that her personal experience impacted
the way she looked at Languages:

W: I feel like I am able to build some connections as well
because my mother tongue is also listed on this graph.
And I would tend to look at that language at first. And I
think that might be true for other people as well because
they might find their most familiar language is listed
on this map.

Orla also made connections between her own experiences and
areas of interest in Routines, but connected it instead to her life
experiences of cultural norms in her community. For Orla, the first
thing that popped out of Routines was the amount of sleep that the
people in the visualization got. She expressed surprise that they
slept as much as they did, explaining that this reaction was rooted
in her experience as a STEM major:

Orla:Most of the culture now, at least in my department
and other STEMmajors, people always love to talk about
how much sleep they didn’t get. They’re like, ‘oh my
God, I’m running on 3 hours of sleep today.’ And then
like when someone gets a really good test score, they’re
like, ‘yeah, I pulled all nighter’ or ‘I didn’t sleep, that’s

why.’ But then also in this chart, you see these people
are people who have accomplished a lot in their lives,
but also it’s a different time period. So I don’t know if
that says anything, it probably does.

Similar to gender in Nobels, sleep is not particularly emphasized
in Routines, but yet became a centrally important component for
Orla, Noor, and Iman when combined with their own experiences.

5.3 Using Extratextual Information to Skip
Intratextual Information

In opposition to using extratextual information to highlight intra-
textual information, participants also used it as a shortcut – as a
means to skip some intratextual information entirely. In particular,
we observed that participants both used this strategy productively
and unproductively: some made accurate assumptions based on
what they already knew, while others made inaccurate assumptions
which led them to fall prey to visual mirages [58].

We observed that participants sometimes used extratextual in-
formation to make accurate assumptions about the visualization
and avoided reading the visualization in depth. For instance, Iman
explained that she combined the information in Language’s title
with extratextual information to quickly infer what it was about:

Iman:Well, I did skim. For this one, I just kind of read
the title and that kind of filled me in with enough con-
text clues. The big bolded [labels], Chinese, Vietnamese,
English, I know those are languages. Little smaller sub-
divisions like India, Bangladesh, Colombia, those are
countries and the rest kind of pieced itself together real
quick after that.

One circumstance in which participants repeatedly made successful
assumptions was while inferring what the people in Routines had in
common (or why they had been included). None of our participants
reported recognizing all fifteen of the people represented, but they
used their knowledge of the people they knew in order to make
guesses about the rest. For instance, V reported not recognizing
most of the famous figures, but used the ones she did to infer that
“there’s a relationship between them being either scientifics [sic] or
artists from a while ago.”

On the other hand, participants also used extratextual informa-
tion to make inaccurate assumptions which, in most cases, were not
corrected by the participant. The most frequent example of this in
our study was participants’ (mis)interpretations of the universities
in Nobels. Although our participants were all able to decode all of
the visualizations quite accurately, there was one persistent error:
on the right side of Nobels, there is a list of seven universities which
is described in the chart as “Principle university affiliations of Nobel
laureates at the moment the Prize was awarded.” However, V and
W erroneously believed that the institutions represented the places
that the laureates had graduated from. In V’s words, the chart de-
scribed “the university [the laureates] studied in”. When asked what
in the chart was telling her this, she replied:

V:Well, on the right side it’s not specified but by seeing
names of top colleges, I am assumingwe’re talking about
the percentage between these people and these college,
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which I’m assuming it means like this percentage of
people went to these places.

Here, V described seeing the university names and assumed, based
on that information, that they must represent the places where the
laureates graduated from (instead of where they were affiliated at
the time of their award).

While some inaccurate assumptions went unchecked, a few par-
ticipants were able to correct their inaccurate assumptions to gain
new insights. When interpreting Nobels, Noor initially made the
same error that V and W did; she assumed that the colleges rep-
resented where laureates graduated from. However, she corrected
this mistake almost immediately. When asked about her correction,
she responded:

Noor:Well, because I think based on my prior knowl-
edge about this, most news, when they introduce a Nobel
Prize winner, they usually say where they graduated
from. At first I thought this was the same, it’s about
where do they graduate from. This graph actually shows
who they affiliate with. This is a new perspective as say-
ing it. Because now we can just see which school [has]
a stronger teaching strength in which category because
they have Nobel prizes.

Although she too felt that her prior knowledge had led her to the
false assumption, Noor came to a new insight when she was able to
correct her error: she realized that what was plotted complemented
what she thought she already knew.

5.4 Using Extratextual Information to Read
Deeper into Intratextual Information

We also observed that participants used extratextual information in
order to “read between the lines” of the visualizations and come up
with interpretations beyond what was strictly visualized. They uti-
lized different types of extratextual information and this behavior
often generated the most unique interpretations of what the visu-
alizations meant and how they were relevant to the participants’
own lives.

The participants who came away with messages beyond what
was strictly visualized often saw connections between the data
and their past experiences. They then used these connections to
extrapolate life advice from the visualization. For instance, Noor
summarized the message of Routines as:

Noor: Yeah, it’s trying to tell me that even for those
celebrities, they all have a different style of life. It’s
trying to tell me like ‘it’s not necessary for you to follow
the scientifically best for yourself routine.’ But instead,
you can just always follow your own pace and sleep
whenever time you want.

Noor often actively compared the data in the visualization to her
own experiences, remarking, for example, that she felt like she had
a connection to Gustave Flaubert because: “This is also what my
daily routine looks like.”

However, they also used information from dominant sources of
knowledge to derive new insights. One example of this was the
way that Orla used (extratextual) historical information to derive a

unique message from Languages about colonization. Immediately
upon reading the visualization, Orla remarked:

Orla: I guess this chart just takes into account who has
what language as a first language in the country. And
for stuff like in English, the countries that we have in the
little box are mostly, if not all, English colonies or British
colonies ... We have some African countries who are also
colonized by the British, and they also speak English.
Obviously, we also have the United Kingdom, they speak
English. And then we can see the same patterns for
Portuguese ... And then for Spanish, it’s the same story.

This story of colonization was only discussed by Orla, but it is well
supported by the points in the visualization. It is possible that Orla’s
unique prior knowledge enabled her to identify this message which
was invisible or unremarkable to other participants.

Participants also used the combination of intra- and extratextual
information to question the visualization itself. When interpreting
Post-Grad, both Luna and W took issue with the “Top Employ-
ers” section at the bottom of the page because it listed the logos
of institutions which employed alumni but did not provide any
information about the actual number of alumni employed there.
For Luna, negotiating the balance between the potential impact
of missing information and prior knowledge on the source of the
information was complicated. In the case of Post-Grad, she noticed
that information was missing but was quick to balance her reac-
tion against her existing knowledge of the people who made the
visualization, saying:

Luna: I know how hard they work to make sure that
everyone meets their goals after graduation. I know how
hard they work in terms of their research as well. They
are very good at gathering data about alums. They’re in
constant communication with alums. It’s really helping
the reliability of this graph.

We can contrast this response against her response to the unknown
reliability of information in Routines where she had no prior expe-
rience with the authors:

Luna: I don’t really see a source anywhere. I’m looking
for it and there’s this little part ‘inspired by the book
Daily Rituals.’ But I have no information on the credibil-
ity of that source. Like where did he get this information
from? So I do look at this a little skeptically, you know,
like how sure can we be that Kant went to the pub for
like 3 hours and that was his only meal of the day? You
know what I mean? He lived in 1764. Did he write this
in a diary? Like what happened here?

Here, Luna used what she knew about the time period to question
where the data had come from, but had no prior exposure to the or-
ganization who made the visualization and so based her reasoning
on its name alone. By using different kinds of extratextual infor-
mation, she changed how she viewed the visualization as a whole:
first she questioned the reliability of the visualizations’ message
and then reasoned about how well-placed that judgment was.
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6 Discussion
In this paper, we presented a semi-structured interview study with
six college students to understand what kinds of intra- and extratex-
tual information they discussed while interpreting communicative
visualizations and the ways that they integrated those spheres of
information. We utilized two different types of qualitative data anal-
ysis to explore what kinds of intra- and extratextual information
participants mentioned during their interview and how they inte-
grated it while interpreting the visualization. Our thematic analysis
of the kinds of information mentioned by participants revealed that
participants focused on information regarding global features of the
visualization over specific values and utilized information reflective
of both dominant and non-dominant ways of knowing. Addition-
ally, our diffractive reading generated three ways that participants
integrated intra- and extratextual information while reading the
visualizations: they used extratextual information to decide what
intratextual information was most important, made (in)accurate
assumptions about what the visualizations showed, and read mes-
sages beyond those strictly encoded by the data. In the following
section, we reflect on possible implications of these results.

6.1 Types of Intra- and Extratextual
Information Used are Numerous and
Complicated.

In our study, participants mentioned a diverse set of intra- and
extratextual information types. Because we utilized a bottom-up
coding style in our thematic analysis, our codes do not directly
correspond to those used in past work. However, some do bear
a resemblance to factors observed in existing work. In particular,
all four types of intratextual information that we observed appear
in existing models of visualization comprehension (e.g., readers
consult the textual components of the visualizations to differing
degrees [55, 62]; and compare points of interest and, infrequently,
extract individual values [6]). On the other hand, a majority of the
extratextual codes do not have such clear analogs in existing work.
Notable exceptions to this are our participants’ use of life experi-
ences (which may be similar to the use of personal connections
observed by Peck et al. [64]), and our participants’ use of statistical
principles (which may be similar to the kinds of mathematical skills
noted in [29, 41, 49]).

As a whole, our results emphasize the complexity of the web
of information which may be used by visualization readers. De-
signing visualizations that take into consideration what readers
already know is important because the resulting visualization is
more likely to be understood without undue burden [30]. How-
ever, predicting what information readers are likely to know is a
challenge on its own and is further complicated by the fact that
knowing that someone knows something does not mean they will
find it salient in a given circumstance. Instead, what information
is used to interpret new information is highly context-dependent
[31]. Within the context of our study, for instance, we suspect that
all of our participants know where cities such as New York, Paris,
and Berlin are located, but only a few of them used this information
to infer a trend among laureates’ hometowns in Nobels. While we
know that patterns of what information is used might be influenced
by phenomena such as cognitive dissonance when charts contain

information that contradicts existing beliefs [53], future work with
a larger group of participants and visualizations may further ex-
plore how visualization readers navigate how and when to apply
different types of extratextual information.

Our results also emphasize how important information derived
from non-dominant ways of knowing were to participants’ inter-
pretations. Feminist scholars have long emphasized the value of
recognizing non-dominant epistemologies because they expand
both who is considered a valid knower and the methods through
which someone can come to know something [3]. In our study, we
observed that participants frequently mentioned information which
likely came from non-dominant sources (e.g., drawn from embodied
life experiences). While our participants did not mention informa-
tion from non-dominant sources as frequently as information from
dominant sources (99 vs 170), the prevalence of non-dominant
knowledge use emphasizes that readers do use non-dominant in-
formation when interpreting visualizations. This is an important
insight because it shows one way that participants subvert hierar-
chies of power while interpreting a visualization. Namely, although
dominant hegemony poses non-dominant epistemologies as invalid
sources of information, participants still viewed information from
these sources as helpful and valid enough to frequently mention in
their responses. This is particularly interesting given all of our par-
ticipants were students at a historically white [14] college, which
are spaces which value very narrow, dominant epistemologies [4].
Our results suggest that future visualization studies collect and
consider the impact of information derived from non-dominant
sources such as personal identity, life experiences, emotion, and
word of mouth. Further, they suggest that visualization designers
who wish to factor in what is known by their readers also consider
information from non-dominant sources as well.

6.2 Integrating Intra- and Extratextual
Information is Inevitable but Double-Edged.

During our study, we observed participants integrated information
together in an assortment of (un)productive ways throughout the
process of interpreting the four visualizations. While, we observed
that our participants often integrated intra- and extratextular infor-
mation very effectively, sometimes these attempts went awry and
participants came to incorrect conclusions about the visualizations.

A recent study by Rezaie et al. which investigated struggles and
problem-solving strategies of visualization readers calls this the
“double-edged sword” of knowledge: while prior (extratextual) in-
formation can be a helpful guide, it can also lead readers to make
incorrect assumptions [68]. As a corollary to this “double-edged
sword,” one question we can ask is whether readers with more
extratextual information may fall for visualization mirages [58]
more often (because they are quickly skimming or skipping com-
ponents of the chart) or whether they experience more incidents
of “mind-drift” while reading as they make connections between
things in the visualization and what they already know [8]. Past
work has explored the impact of exposing prior assumptions about
what the trends of data on comprehension (e.g., [42]). However,
the mistakes made by our participants seemed to be a different
kind of mistake: they did not assume that they knew what trends
the data would show — they assumed that the visualization was
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showing entirely different data. Drawing inspiration from studies
on mind-wandering [8], it is possible that the kinds of mistakes
we observed may have been circumstances where readers began
looking at the chart, which then caused their mind to wander, and
they mistook their wandering thought as what the visualization
reflected. Understanding how these two situations relate to each
other may be fruitful because they may better explain the landscape
of assumptions visualization readers make and how those relate to
readers’ interpretations of those visualizations.

Despite the double-edged sword, integrating intratextual and
extratextual information may be essential for obtaining “deeper” un-
derstanding or insights. We observed that one of the most common
ways that participants combined intra- and extratextual information
was to derive “deeper” messages, or “insights,” from the visualiza-
tion. While definitions of insights vary, insights can be thought of
as “ah-ha” moments which reveal answers to “questions you didn’t
know you had” [22, 65] and have been a topic of high interest in
the visualization community for some time [22, 60]. The pattern
we observed regarding the integration of intra- and extratextual in-
formation to generate deep insights raises the question — do “deep”
insights require integrating intra- and extratextual information?
Or is it possible to generate insights with intratextual information
alone? While some existing models of understanding define dis-
tinctive types with real-world connections(such as [20]), future
work may further explore the relationship between extratextual
information and insights more generally.

Further, for some kinds of data, the integration of intra- and
extratextual information may be absolutely essential. For instance,
Nowak and Bartram have written about the critical role that domain
knowledge which is not present in the dataset plays in the daily
analyses and decision making conducted by avalanche forecasters
[61]. Nowak and Bartram’s work is part of a group of literature
related to the kinds of knowledge that domain experts or analysts
have and use, but which is necessarily not present in the visual-
ization such as their knowledge of implicit errors in the dataset
(e.g., [57, 63]). Inspired by this line of work, another opportunity
for future work exploring the interconnectedness of intra- and ex-
tratextual information may be to offer readers the opportunity to
externalize the extratextual information they have onto the visu-
alization itself (perhaps in the same spirit as Lin et al.’s work on
visualizing “data hunches” [50]).

6.3 On the Impact of the Participant Pool
In this study, we interviewed a small sample of undergraduate
students. Though it is true that small, student samples can be a
problem because they are not representative of broader populations
[18], we did not aim to produce generalizable results, but instead to
describe existing behavior, rooted in its cultural context, as a means
to begin to explore the unknown relationship between intra- and
extratextual information use. Because examining the information
used by participants through an intra- and extratextual lens is
new, our work functions as an existence proof that, when we look
for it, readers do use and integrate both types of information in
interesting ways. However, we know that these results may neither
be generalizable to all people or even reflective of all students.
Nonetheless, we can still learn from the behavior of these student

participants even if we do not know what may have motivated
their approaches by considering the participants’ cultural contexts
which may have produced them.

One possibility is that the patterns we observed are reflective of
our participants’ ages and stage of life. All of our participants were
between the ages of 19 and 21. This transition between adolescence
and early adulthood is a key moment for identity formation in
which people explore who they are and what their relationship is
to others [25]. It is possible that our participants use of their own
life experiences and personal identities as a lens through which
to view the visualizations is a reflection of that identity formation
stage. Future work which explores this possibility may contrast the
approaches of individuals in this stage of life to those in different
stages or examine the relationship between the identities which
people are exploring and the ways they utilize those identities to
understand visualizations.

Another possibility it that strategies reflect participants’ role as
STEM college students. Engaging in higher education is a social and
cultural experience which impacts the personal and social identities
of attendees [38]. Additionally, higher educational spaces heavily
privilege dominant epistemologies [4]. Therefore, it is reasonable
to believe that the strategies used by our participants may have
been formed as a result of their experiences in higher education
or the social roles that they have learned and inhabited as a re-
sult of that space. Further, STEM education scholars have written
about the ways that engaging in the study of STEM disciplines
requires agreeing to unspoken “agreements” which dictate how
knowledge is created and valued [37]. Our participants’ experiences
in STEM spaces may have therefore helped to form their approaches
and orientations to the visualizations, such as emphasizing or de-
emphasizing the relevance of statistics, statistical principles, and
judgments of the commonnness of visualizations in their interpre-
tations. Future work exploring this option further could consider
the differences in perspectives of STEM and non-STEM students,
individuals at different kinds of higher education institutions, and
those with no experience with higher education, among others.

6.4 Limitations
There are several limitations to our work. First, the visualizations
we selected may have some impact on the outcomes of our results.
The four visualizations that we used were selected to try to vary in
familiarity in terms of topic and encoding, but we did not control
for many aspects of the visualizations’ design and how their topics
related to people. Future work may explore other topics, styles, and
encodings. Finally, our analysis relied on what participants said –
this makes it good because of its precision and reflects what they
felt was most salient [22], but we might have missed things that
the participants did not mention.

7 Conclusion
In this paper, we presented the results of a semi-structured inter-
view study which investigated what kinds of intra- and extratextual
information was used by participants and how they incorporated
different types of information while interpreting four static, commu-
nicative visualizations.We analyzed our results with two qualitative
methods: thematic analysis and diffractive reading. Our thematic
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analysis results indicated that our participants used a large assort-
ment of different types of information from both dominant and
non-dominant sources. We also described three ways that our par-
ticipants integrated these disparate types of information through-
out the process of reading the visualizations. Based in qualitative
methodologies, our results expand on what we know about how
visualization readers interpret visualizations and we hope that they
offer opportunities for future research on the roles of intra- and
extratextual information in the interpretation of visualizations.
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